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Abstract. The aim of this project is a cooperation of two works. The first one is an assistance system for the driver, which detects and recognizes road traffic signs with a camera mounted in a moving vehicle and alerts the driver afterwards. The second work provides an experimental simulation environment, which allows evaluating the current level of driver's awareness by monitoring the driver's reactions. The goal of this project is to compare reaction response times of the driver with the assistance system turned on and off. Both works are in the last phase of implementation, which will be followed with an extensive testing on humans.
1 Introduction
One of the many causes of the traffic accidents is the microsleep or momentary loss of attention behind the wheel. Statistics indicate that drowsiness of the drivers causes more than 20 percents of road accidents. Most accidents due to drowsiness occur when the driver is driving alone at night or in the time of early afternoon at relatively high speed. The consequences of these accidents are often fatal or very serious. The driver is just not able to react fast enough.

Improving the quality of control and traffic management in road transportation is accompanied by the application and gradual integration of various information technologies.

This gives an opportunity for a development of assistance systems for drivers, for example capturing the traffic situation by a camera, followed by an analysis, which would reduce the potential risk of accidents. 
The aim of this project is cooperation of two works - road driving simulation system and traffic optical recognition assistance system and to compare the reaction response times of the driver with the assistance system turned on and off.
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Figure 1. Architecture of proposed system.
2 Road driving simulation system

The driver has to fully concentrate on driving, watch the traffic situation, control various elements of the vehicle and keep the alertness while driving a vehicle. It's not possible for a person to perceive and respond to all stimuli at once, so one has to decide, which is the most important to respond to, as a priority. Strong draw of attention and excessive focus can be noticed on human immediately, for example as: change in breathing, pulse, electrical skin resistance, vascular reactions, or intramuscular tension [2].

Driver’s fatigue causes a decrease of activity of human’s central nerve system and also reduces the intensity and speed of responses to external stimuli. This is based on assumption that it is also possible to include the driver’s reaction on speed and vehicle direction into indirect indicators of awareness.  The level of driver’s attention is also closely linked to the changes in the nature of the correction movements with the steering wheel while driving. So the tired driver should also have slower reactions to fewer stimuli which will ultimately result in slower movement of steering wheel and smaller steering wheel amplitude. Alert driver makes the correction movement with the steering wheel even if the car is moving on a straight road, in opposite to a tired driver, whose reaction time is longer and he loses the ability to fine control and it is possible to observe jerky movements of the steering wheel while driving [5].
Every human has limited capacity of the level of attention, that’s why one of the studies, which will be possible to realize on the simulator, focuses on the impact of number of objects on the level of attention. Alert person should be able to keep track of several objects simultaneously and respond to them appropriately and determine their priority.

2.1 Requirements
To create an awareness monitoring system it is necessary to create a 3D simulator, which will collect the data during the simulation, where the driver would react to the created stimuli. That’s why it is necessary to design scenarios of road traffic situations, so it would be possible to process and evaluate driver’s reaction to the corresponding situation. 

If we select inadequate situations, which couldn’t be compared with reference values, or are too distractive for the driver’s attention, it could easily happen that the result of the measurement would be wrong [1]. The system should provide an option to set the parameters of the simulation, possibility to use prepared scenarios, or random generation of events and speed of the simulation. Also the road, on which will the car be driven, has to have physical properties corresponding to the real world values.
When creating a road, it is necessary to define the main points which the road will go through. The problem is to create curves, which are round enough and will also go to through these points. That's why we decided to use Catmull-Rom interpolation. For creating a curve between two points, we need to know the coordinates of two additional neighbor points. So for creating a curve between points 1 and 2 we need to know the coordinates of the points 0, 1, 2 and 3. Using Catmull-Rom interpolation we enter the value which defines the distance between point 1, final point and point 2. Using this method we can create as many points as we need between two points, to create a smooth curve. 

We created a first version of the driving simulator in which the driver has to react on created stimuli and traffic situations. As a control element we used commonly available resources, a steering wheel with pedals used in computer games. The advantages of such a simulator are his high flexibility. As the implementation environment we have chosen the Microsoft XNA GameStudio 3.1 because this technology includes many benefits for graphic scene rendering. We implemented a basic 3D environment with the possibility of moving on the road based on the inputs from the steering wheel and pedals, or keyboard and mouse. The system generates the road automatically and it’s fully extensible with new modules.
2.2 User Interface
Figure 2 shows the first version of graphic user interface. In the top of the screen, an information panel will be shown on which a simulation data will be displayed. The system will contain a main menu, which will show the simulator’s functional possibilities.  That will include a start/stop simulation, scenario selection, and the settings of the simulation.

We decided to create the road network in night environment, since there is no need to display high amount of detail to the surroundings and it is also more difficult for the drivers perception and it corresponds more to the reality.
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Figure 2. Design of graphic interface.
Objects show in the Figure 2 (person, car, road sign, etc.) are not implemented in the current state of the project and they will be progressively added into the simulator.
2.3 Experimental measurements
In the future work we plan to measure the reactions of the selected subjects when they’re fully alert and tired. The reaction times of the subject should be different. We should be able to notice the delay in reactions when comparing the fully alert subjects to the tired ones.
3 Traffic optical recognition assistance system
The aim of this system is the traffic sign recognition. Such a system is important as a driver assistance system, which will warn about specific traffic signs (stop sign, wrong way sign), or warns about driver actions which are in conflict with the traffic signs (e.g., speeding) and so it would reduce the risk of traffic accident.
Inspired by [6, 4] following architecture of the assistance system was created:
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Figure 3. Architecture of the traffic optical recognition assistance system.
The system is divided into two parts:

3.1 Detection part
The detection part is responsible for detecting the areas with the candidates for traffic signs in a specific frame captured by camera. The process of detection is consisting of several steps. In the first step we use a color segmentation in which the colors specific for traffic signs are segmented to distinguish the colors of the traffic sign from the color of the environment. In the next step Canny edge detector is used to detect edges and in the last step Hough transformation is used to detect individual shapes.

3.1.1 Dividing the shapes into groups based on the detection
Since the results of the detection part are the areas with the candidates of known shape and color, the detection part will be also used as a pre-classifier for the classification part. For this reason we decided to create a model of traffic sign groups of specific color and shape:
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Figure 4. Model of traffic sign groups according to their specific color and shape.
According to this model, we created a detection model of traffic sign groups:
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Figure 5. Detection model of traffic sign groups with color and shape mapping.
This means that if the detection part finds an area of circle shape with a red contour, it may only be the sign from the prohibition group. This will greatly reduce the computation time in the classification part, because there will not be necessary to go through every sign in the database, but just through a signs from a specific group.

3.2 Classification part

The classification part is responsible for the classification of the areas with the candidates obtained from the detection part by comparing them with the template signs stored in the database. In order to be able to compare the area with the template sign from the database it is necessary to use a method, which will be fast enough, effective and invariant to the changes of scale, rotation and various lightning condition. 


We decided to use the novel method introduced in 2006 – SURF [3] (speeded up robust features) which is a performant scale and rotation invariant interest point detector and descriptor. It approximates or even outperforms previously proposed schemes with respect to repeatability, distinctiveness, and robustness, yet can be computed and compared much faster.   

The system is implemented using the .NET platform and the Emgu CV library, which is a wrapper for the intel open CV library.

3.3 Testing
The traffic optical recognition assistance system was tested on static and dynamic data. The static data were images captured using digital camera and dynamic were videos captured with a digital video camera under various lighting conditions (day, night, dusk). We also tested the system using a webcam, but due to camera's low resolution and high amount of noise, we used only the data captured with a camera and video camera. 

The testing was done on a computer with following hardware  configuration: 
Processor: Intel Core 2 Quad - 2600Mhz, 12 MB L2 Cache 

RAM: 4 GB 

Graphic card: Geforce 8800 GT 1024 MB

OS: MS Windows 7 Pro 64 bit
Detection speed: the first test results showed that the average speed of segmentation reached 6 ms and the following detection for each segmented color reached 20ms average. This means that the total detection time in one frame was 78 ms average.

Classification speed: During the testing of the speed of the classification, the process of extracting the key points and their descriptors reached 64 ms average and comparison another 5 ms average. The total classification time of two pictures was 69 ms average.

4 Conclusions

The road driving simulation system was implemented and its current stage is able to show the road and to control the car using the game controller. This project work will proceed until various traffic objects and traffic situations can be visualised and the driver reactions can be measure and collected.

The traffic optical recognition assistance system was implemented with first version of algorithms and they were able to recognise traffic signs. This system will be developed in the next step of work to improve the detection and recognition of traffic signs and to produce warning signals for the driver.

The goal of our final step of the project, are the experiments where the reactions of driving people will be measured, with and without the warning signals of the traffic optical assistance recognition system. The abilities of the assistance system will be compared in both, the real and computer visualized environment.

This project is developed under two master-degree works, they will finish in May 2010. Detailed results are in the master-degree works progress reports.
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